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Key	Categories	of	Integra8on	
•  Infrastructure

•  Monitoring

•  Development processes

•  Handling customer issues

•  Performance & Quality 
Improvements
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The	Plan	

6+	months	since	Refworks	was	integrated	with	ExLibris	

• What	we	set	out	to	do	in	Development:	

•  Shore	up	our	infrastructure	
•  ExLibris	Cloud	Opera5ons,	24x7	On	call	Coverage	

•  Provide	stability	to	applica8ons	
•  Monitoring	
•  Understanding	customer	issues	
•  Reviewing	code	
•  Fixing	bugs	

•  Provide	value	to	customers	
•  DOI	integra5on,	Deduplica5on	improvements,	Document	Compa5bility,	UI	

improvements,	Progress	bar…etc	
•  Clean	up	development	processes	

•  Monthly	releases	
•  Development	scrum	process	
•  Daily	support	mee5ng	

•  GeDng	more	help	
•  Increasing	the	size	of	the	team		

•  Plan	for	the	future	
•  CI	Env,	Deeper	analysis	of	RCM,	Test	Coverage	improvement,	Dataware	

housing,…etc		
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Why did we do it?

•  Shore up our infrastructure
•  High Uptime. Watch for patterns. Remediate issues as 

soon as we can
•  Provide stability to applications

•  Provide stable and high performant applications
•  Provide value to customers

•  Continuing to add features and functionality across our 
applications

• Clean up development process
•  To create a high quality, repeatable and predictable release 

cycle, while addressing hot fixes expediently
• Getting more help

•  To do more
•  Plan for the future

•  Providing customers a commitment to continual progress
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6 months later….

Where are we now?
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Shore	up	our	Infrastructure	
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Shore up our infrastructure

Integrated into the software support structure of 
the Ex Libris cloud team (Focus on Uptime and 
Availability)
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Shore up our infrastructure

Hardware Monitoring
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Where	are	we	now	

Integration with 24x7 Hub Team		
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https://youtu.be/NYfoWwH6kTs	
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Shore up our infrastructure

Escalation Path



Hub (24x7) 




Cloud Operations (On call)  



DBA (On call) and Development  
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Where	are	we	now	

Monitoring our applications through healthchecks
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Shore up our infrastructure

Common Remediation Steps


•  Each Team (Hub, Cloud, DBA) is trained on common remediation steps 
in case the application encounters issues that are easily solved by 
known solutions

•  This lowers time to resolution and lower customer impact
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Where	are	we	now	

Status	Page	
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Shore up our infrastructure

Investment in Legacy Refworks


•  Transi5on	of	LRW	databases	to	virtualized	servers	to	
upgrade	hardware	(stability)	

• Upgrade	DB	version	to	SQL	Server	2014	
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Provide	Stability	to	Applica8ons	
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Provide	Stability	to	Applica8ons

Improve logging verbosity to better understand 
errors (Send Error Reports in Write N Cite)
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Provide	Stability	to	Applica8ons

Application Performance Monitoring

• Metrics from Google Analytics
•  (average page load time, comparing pages to average 

load time…etc)

• Slow queries from MongoDB
•  Average time, in-memory sort…etc


• Additional process logging planned
•  Specific event logging
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Provide	Stability	to	Applica8ons

Google Analytics
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Provide	Stability	to	Applica8ons

Slow Queries from MongoDB	
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Provide	Stability	to	Applica8ons
Understanding our customers:

Not good enough to watch logs and metrics….

Engagement with our Customers
Development are now/have been involved in engaging our 
customers in meetings and discussions
•  London based customers dealing with RCM loading issue
•  University of Hawaii ezProxy issue
•  Denver University ezProxy issue
•  University of Haifa WNC installation issues

Listening to our Customers
Development participating in UX Research Sessions with 
Customers
•  Get a better sense of how customers are using our product
•  Educate development on common issues

Talking to our Account Reps
•  Korean customer issues with direct export and deduplication
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Provide	Stability	to	Applica8ons
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Reports	of	defects	that	are	resolved	per	
month.		
	
(Data	available	since	late-March	move	to	
ExLibris	Support	Portal)	
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RefWorks	cases	2018	

Opened	 Closed	

Important	trend	is	to	see	that	roughly	
the	same	number	of	cases	that	are	
opened	are	closed	showing	that	the	
Support	team	is	able	to	stay	on	top	of	
customer	inquiries.		
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Provide	Value	to	our	Customers	
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Provide	Value	to	our	Customers
Fixing and Stabilizing is Core, BUT, we cannot forget that we 
need to enhance and increase our feature offerings for 
Refworks

•  DOI Integration with Summon
•  Deduplication improvements
•  Document Compatibility
•  UI improvements for all components
•  Password Reset workflow improvements
•  Usage Analytics
•  Bulk user administration (Activate, Deactivate)
•  Language Support
•  GDPR
•  CSL Integration (coming in July)
•  …and lots more

Talk to Todd about our future releases	
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Clean	up	Development	Process	
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Clean up Development Process
Predictable	Release	schedules	
	
•  Predefined	release	dates	for	the	en5re	year	(1st	Tuesday	of	
each	month	**	unless	there	is	holiday)	
•  Following	the	same	monthly	release	cycle	as	Ex	Libris	
•  Team	transi5oned	to	release	cycle	since	Feb	2018	
•  High	priority	produc5on	issues	will	be	in	patch	releases	
•  Patch	releases	are	released	as	soon	as	issues	are	fixed	and	
tested	
•  Development	is	always	working	on	the	release	the	month	
before	
•  Each	release	will	have	a	spread	of:	

•  Product	enhancements	
•  Technical	upgrades	
•  Bug	fixes	

•  Allows	for:	
•  Quick	turnaround	on	issues	
•  Change	in	product/feature	direc5on	
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Clean up Development Process

Our	focus:	
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SCOPE	

QUALITY	 TIME	

Our	version	of	the	Scope	Triangle	
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Clean up Development Process
Our Process:

•  2 teams 2 processes: Agile Scrum and Kanban
•  We run Scrum for monthly releases and use Kanban to handle 

production issues for patch releases

Our Teams:

•  Agile Scrum (Planned releases)

•  2 week sprints. Flexible, but committed
•  Daily Stand Ups to gauge progress
•  Groom stories as we go along. Never looking too far ahead

•  SUSU = Scale Up and Speed Up (Unplanned release)
•  Small team dealing with production issues. 
•  Evaluate high priority issues right away
•  Patch release worthy bugs/issues
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Clean up Development Process

Our Process
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Production Issues 
and Bugs

SUSU Team

Daily Triage

Product Stories

Not Patch 
Worthy Bugs

Patch 
Worthy
Bugs

Sprint X

Prod Dev Team

Tech and 
Feature Stories

Sprint X + 1 Sprint X + 3Sprint X + 2

Monthly Release
(planned)

Patch Release
(unplanned)
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GeDng	More	Help	
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Getting More Help
Before	Integra8on	with	Ex	Libris	
	
•  Not	as	integrated	with	shared	services	in	ProQuest	
•  Uncertain5es	in	product	direc5on	
•  Missed	promises	
•  New	Development	team	
	
AWer	Integra8on	with	Ex	Libris	
	
•  Addi5onal	engineering	headcount	and	renewed	focus	
•  Founda5on	of	a	sogware	company,	supported	by:	

•  Cloud	Team	(Build	deploy,	hardware	monitoring,	networking…etc)	
•  Data	Team	(eg.	reviewing	output	styles)	
•  Documenta5on	Team	(ownership	of	product	documenta5on)	
•  Support	Team	(integrated	with	ExLibris	support	process)	
•  Senior	Leadership	(engaged)	

	
Total	number	of	people	working	on	Refworks	has	increased!	
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There	we
re	some	challen

ges	with	
Refworks
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Plans	for	the	future	
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5	4	3	2	1	

And	we	are	not	done…	

Stability	 Performance	
Technical	

Infrastructure	 Features	 Partnership	

•  Increase	Test	
Automa5on	
Coverage	

•  Expand	QA	
environment	
(Proxy,	
Shib..etc)	

•  Addressing	
Scalability	Bugs	

•  RCM	Rework	
•  WNC	Syncing	

issues	
	

•  Con5nuous	
Integra5on	
Environments	

•  Datawarehouse	
for	Analy5cs	

•  Google	
Analy5cs	

•  RefIDs	
•  Deduplica5on	

Part	2	
•  Table	View	

Partner	accessible	
NRW	API	Layer	
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Plans for the 
Future

 
WE ARE COMMITTED 

                            BUT



WE WILL MAKE MISTAKES ALONG 
THE WAY 

                             


WE WILL CHANGE 

                            AND 


WE WILL SUCCEED 
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We are committed and We will get there
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Meet	the	GLOBAL	Refworks	Development	Team	
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USA 
Ann Arbor, MI 
Seattle, WA 

New York City, NY 

International 
Parana, Argentina 

Montevideo, Uruguay 
Jerusalem, Israel 
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Ques8ons?	
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THANK	YOU	
Mark.Foong@exlibrisgroup.com	


